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1. CONTRIBUTION

The key contributions of our work are:
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e Based on the success of sparse coding + linear SVMs, we stacked linear SVMs introducing a non-linear

discriminative bias to achieve nonlinear separation of the data. Each RSVM component
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